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Final Project Proposal Feedback

e Need a learned model with SGD
o Fine-tuning ok, but must quantify improvements



Last Week

e Attention and (Text) Transformers
e Vision Transformers



Today’s Topic...

e Contrastive Learning
Learn encodings of input data preserving similarity.
Saw for CLIP last week as better training target for vision.
Came up in a number of project proposals
Example of
m Unsupervised learning
m  Good choices of targets and loss functions help learning.

e \/ector Databases

o Data structure specialized in approximate nearest neighbor queries.
o Ideal to lookup items (inputs) with similar encoding.
o Popular recently for retrieval augmented generation.

o O O O



Convenient vs Designed Encodings

e \We have seen a few examples of pre-training model, then reusing
intermediate attention outputs as convenient encodings for another problem.
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Contrastive Learning

Setup:

e Build a function mapping inputs to encodings.

e Train by evaluating pairs of encodings.

o Ifinputs are similar, loss function should encourage similar encodings.

o If inputs are different, loss function should encourage different encodings.
e Both parts are important.

o Fixed output always is similar.

o Random (looking) output is (almost always) different.

e \What is similar?



Signature Verification

e Original application was verifying
handwritten signatures.

o Is agiven sample genuine or an
imposter?

o  Run a known genuine signature and
the sample through the same
processing steps to make two feature
vectors.

o  Compare the feature vectors to
decide...

e We saw a very similar construction for CLIP.

Image from “Signature Verification using a
"Siamese" Time Delay Neural Network” by
Bromley, Guyon, LeCun, Sackinger, and Shah
(1993)
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Siamese Networks IRL




Signature Features

e Derived these from ~800 raw position measurements...
e Extracted ~200 time steps with features calculated at each time.

e Tested various combinations of the following features.

feature 1 pen up = —1 ; pen down = +1, (pud)

feature 2 x position, as a difference from the linear estimate for z(t), normalized using
the standard deviation of y, (x)

feature 3 y position, as a difference from the linear estimate for y(t), normalized using
the standard deviation of y, (y)

feature 4 speed at each point, (spd)

feature 5 centripetal acceleration, (acc-c)

feature 6 tangential acceleration, (acc-t)

feature 7 the direction cosine of the tangent to the trajectory at each point, (cosd)
feature 8 the direction sine of the tangent to the trajectory at each point, (sinf)
feature 9 cosine of the local curvature of the trajectory at each point, (cosé)
feature 10 sine of the local curvature of the trajectory at each point, (sing)



Network Design

e Convolutional neural network to combine feature values over time.

e Cosine similarity to compare vectors.
o Cosine of angle between the two vectors.
o Target 1.0 for genuine signature pairs.
o Target -1.0 to -0.9 for imposters.

e Did not specify exact loss function in the paper...



Training Process

Training data:

e 982 genuine signatures from 108 signers
e 402 forgeries by 40 signers

Constructed 7701 pairs as follows

e 50% genuine:genuine pairs
e 40% genuine:forgery pairs (someone else attempting to match genuine)
e 10% genuine:no effort pairs (genuine signature of different person)



Testing Design

Very different evaluation process after training.

e Only using one copy of encoding network.
Encode last six known genuine signatures.

e Fit a multivariate normal distribution
assuming independence and same

variance across encoding dimensions.
o  Use this for probability density of genuine
signatures.

Image source:
https://en.wikipedia.org/wiki/Multivariate normal
distribution
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https://en.wikipedia.org/wiki/Multivariate_normal_distribution
https://en.wikipedia.org/wiki/Multivariate_normal_distribution

Testing Continued

e Genuine signature density assumed to be multivariate normal distribution.

o Independent, same variance per vector (a spherical normal distribution).
o Estimate mean and shared variance from last 6 signatures.
o Probability distribution (r = radius from mean)
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® Py IS the probability density from this model for a particular test signature.

e Pno is E(1 ~ Pyes) computed over all forgeries.

° Pyes
P(forgery) =

p(r) =




Signature Results o0,

e With thresholds set to catch 80% of
forgeries, accepted 95.5% of forgeries.
(similar results with different networks)

e Note that this chart is not a standard
receiver operating characteristic (ROC)
curve.

Percentage of Forgeries Detected
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Facial Recognition

Image from FERET data set via “Learning a Similarity Metric Discriminatively, with
Application to Face Verification” by Chopra, Hadsell and LeCun (2005)



Facial Recognition

Want to analyze a facial photo and then find similar photos...
e No pre-existing facial encoding that is helpful, so no supervised learning?
|dea:

e Photos of the same person should have similar encodings.
e Photos of different people should have different encodings.

e \Want this to work with different facial poses.
o Most photos do not have the subject staring at the camera in good lighting.



The Same Face with Many Different “Poses”

ANAAOA
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Images from AR data set via “Learning a Similarity Metric Discriminatively, with
Application to Face Verification” by Chopra, Hadsell and LeCun (2005)




Siamese Networks

Run two copies of the network...

Each evaluates a different input.

Then another (simple,

untrained) function calculates

loss function from their outputs.
e Share weights of course.

Image from “Learning a Similarity
Metric Discriminatively, with
Application to Face Verification” by
Chopra, Hadsell and LeCun (2005)
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Choosing the Loss Function

W = set of weights

. P
(Y, X,, X,) is a sample. L(W) = Z L(W, (Y, X19X2)l)
o X,, X, are different images i=1
e Y =1 if different person else 0

L(W,(Y, X, X)) = (1 =Y) L(Ey(X;, X)) + Y L(Ep(X;, X,))

e L_()isloss function for genuine pairs

L
e L ()is loss function for imposter pairs

Ew (X1,X5) = ||Gw(X1) — Gw (X2)]]



Choosing the Loss Function
2 2
L(;(Ew) — _(Ew)
Q
_27p

EW” ()&rl ) )&72) — I |GWJ" (4¥1 ) T GVV (‘Y2) I |



Choosing the Loss Function

L2 loss to push genuine

Lo(Ey) = §<EW>2 b

Q is best bound on

L E — 2 E—T Not a typical loss function.
(Ey) = 20 B

Most important property is
gradient is not close to zero
when EW close to zero.

Ew (X1, X2) = ||Gw(X1) — Gw(X2)|]

Always non-negative.



Facial Recognition Training and Evaluation

e Encoding vector had 50 dimensions.
e Trained with 50/50 genuine/imposter pairs.
e \alidation mix was the same.

Train 50
variances from

Testing methodology was again different from training, 5 samples??2?

but similar to the signature paper...

e Train multivariate normal distribution per person on last 5 faces.
o Dropped same variance assumption.
o Did not specify whether covariance allowed, or assumed independent.
o Same density math on more general multivariate normal distribution for probabilities...



Facial Recognition Results

AT&T AR/Purdue
Val | Test | Val | Test
Number of Subjects 35 5 96 40

Images/Subject 10 10 26 26

Images/Model - 5 - 13
No. Genuine Images || 500 | 500 | 750 | 500
No. Impostor Images || 500 | 4500 | 750 | 4500

False Accept
10% | 7.5% | 5%
AT&T (Test) 0.00 | 1.00 | 1.00
AT&T (Validation) || 0.00 | 0.00 | 0.25
AR (Test) 11 14.6 19
AR (Validation) 0.53 | 0.53 | 0.80

Table 1. Above: Details of the validation and test sets for the two
datasets. Below: False reject percentage for different false accept

percentages.



CLIP

Goal:

e Build a combined image/text model that can be used to query images with
natural language in a zero-shot fashion.

Learning Transferable Visual Models From Natural Language Supervision (2021)



Food101
guacamole (90:1%) Ranked 1out of 101 labels

v aphoto of guacamole, a type of food.

=
x a photo of ceviche, a type of food.

"
x a photo of edamame, a type of food.

0
X a photo of tuna tartare, a type of food.

'
X a photo of hummus, a type of food.

Youtube-BB
airplane, person (89.0%) Ranked 1out of 23 labels

v aphoto of a airplane.

-
x aphoto of a bird.

=
X aphoto of a bear.

=
X a photo of a giraffe.

'
X aphoto of acar.

PatchCamelyon (PCam)
healthy lymph node tissue (77.2%) Ranked 2 out of 2 labels

% this is a photo of lymph node tumor tissue

—
v this is a photo of healthy lymph node tissue

CLIP — Zero-Shot Classification Examples

SUN397
television studio (90.2%) Ranked 1out of 397 labels

v aphoto of a television studio.

-
X a photo of a podium indoor.

=
X a photo of a conference room.

"
X a photo of a lecture room.

'
X a photo of a control room.

EuroSAT
annual crop land (46.5%) Ranked 4 out of 10 labels

——
X a centered satellite photo of permanent crop land

o
X a centered satellite photo of pasture land

—
X a centered satellite photo of highway or road.

c—
v acentered satellite photo of annual crop land.

o
X a centered satellite photo of brushland or shrubland.

ImageNet-A (Adversarial)
lynx (47.9%) Ranked 5 out of 200 labels

L ———
% a photo of a fox squirrel.

C—
X a photo of amongoose.

—
X a photo of a skunk.

-
X a photo of a red fox.

-
 aphoto of alynx.



CLIP — Contrastive Language Image Pretraining

(1) Contrastive pre-training (2) Create dataset classifier from label text
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Figure 1. Summary of our approach. While standard image models jointly train an image feature extractor and a linear classifier to predict
some label, CLIP jointly trains an image encoder and a text encoder to predict the correct pairings of a batch of (image, text) training
examples. At test time the learned text encoder synthesizes a zero-shot linear classifier by embedding the names or descriptions of the
target dataset’s classes.

Learning Transferable Visual Models From Natural Language Supervision (2021)



CLIP - What Was New?

e There were previous attempts at text/image models.
o Text modeling was not good enough?
m Previous papers said ngrams a lot.
m CLIP used image and text transformers.
o Fewer classes?
o Not enough images with good labels?
o Tried to go directly from image to text? Or bag of words? or...

e Spent a lot of time on collecting a good data set of 500K (image, text) pairs
o All words occurring at least 100 times in English Wikipedia
o Plus selective extensions for pairwise mutual information, high search volume English
Wikipedia article titles, and WordNet...
o “Balanced” by limit of 20K images per text.



CLIP - How to Pretrain?

Given N pairs of (image, text) pairs, the loss function tries to

e Maximize cosine similarity of the N matched (image, text) encodings.
e Minimize cosine similarity of the N°>-N mismatched (image, text) encodings.
e Specifically optimizing “symmetric cross entropy loss” of Sohn (2016)

Sohn (2016)

L{{z,* {z: 5 }f)—log(HZexp )

Transferring this symmetric idea from KL-divergence to
cross entropy gives us the Symmetric Cross Entropy (SCE):

Wang et al (2019)
SCE =CE + RCE = H(q,p) + H(p, q), 4)



CLIP - How to Pretrain?

Pre-training process started from blank slate

e Did not pre-train text model
e Did not pre-train image model
e Just linear layers from “native” encodings to the multi-modal encodings.

Reminder:

e Both the text and image model components were big transformers.



CLIP - What Worked?

They had a few false starts...

e Directly predict captions: FAIL
e Predict bag of words: FAIL
e Bag of words contrastive: WIN

Didn’t do a full ablation study, and bag
of words is pretty easy for transformers?
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CLIP - Results

aYahoo ImageNet SUN

Visual N-Grams 72.4 11.5 23.0
CLIP 98.4 76.2 58.5

Table 1. Comparing CLIP to prior zero-shot transfer image classi-
fication results. CLIP improves performance on all three datasets
by a large amount. This improvement reflects many differences
in the 4 years since the development of Visual N-Grams (Li et al.,
2017).
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What Else Can You Do With These Encodings?

Typical CLIP query: “a photo of XXX”

What if you have no idea what to put in the query?



Vector Databases

A vector database is a database storing vectors of a fixed length that
supports nearest neighbor queries.

o Query is a vector.
e Resultis the vectors that are closest to it. Usually by L, distance.

o Usually approximate, not exact nearest neighbors, are returned.



Nearest Neighbor vs Cosine Similarity

Given vectors x, y:

 Nearest neighbor: minimize le — y” — \/ E ('xi — yi)z

e Cosine similarity: maximize Z (xi . yl)
[y

If x and y are unit vectors, these order matches in the same way.




Vector Databases and CLIP?

Given an image,
o Please tell me about this image
o Return known texts with the closest encodings to the input image encoding.

o Find similar images / find images similar to this image.

o Return known images with the closest encodings to the input image encoding.

o Find images that match this text.
o Return known images with the closest encodings to the input text encoding.

(Hypothetical pairing for CLIP, but similar systems exist.)



Vector Databases - Image Search

Tenyks Platform
https://tenyks.ai
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Figure 2. More detailed view of search pipeline in the Tenyks platform

https://medium.com/@tenyks_blogger/multi-modal-image-search-with-embeddings-vector-dbs-cee61c70a88a



https://medium.com/@tenyks_blogger/multi-modal-image-search-with-embeddings-vector-dbs-cee61c70a88a

Vector Databases and Contrastive Learning

Contrastive learning is not required.

e Some CL versions specifically optimized for the same criteria as vector
database search.
e But also plenty of cases where a differently trained encoding works fine.



Vector Databases - Why Approximate?

The exact nearest neighbors problem is closely related to orthogonal range
queries which has some impossibility results for time/space tradeoffs.

e Orthogonal range query

o Roughly count/report everything with dimensions in given range.
o EQg.0=sx=<2,0<y=<20=sz=<2,...

e Space lower bounds for polylog(n) time queries for database of n entries and

d dimensions.
o Space must scale at least with (n (log n / log log n)®") storage

Lower Bounds for Orthogonal Range Searching: I. The Reporting Case
by Chazelle (1990)



Vector Databases - Difficult in Practice?

e Not with good encodings?
e “Good” vector encodings do not come from difficult distributions.
e Contrastive learning specifically tries to “push away” encodings of
dissimilar items.
e So filtering far items is easy?



Vector Databases - How Do They Work?

Hierarchical Navigable Small Worlds

e Current best algorithm in practice?
e Build hierarchy of full to tiny

subsets
o n,n/2,n/4, ..., 2items in each subset
o Build a graph to greedily navigate each
subset.

e Search smallest subset first
o Find nearest neighbor in smallest
subset.
o Jump to bigger subset and repeat.
o Hope to spend constant time per layer
but no guarantee.
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Fig. 1. lllustration of the Hierarchical NSW idea. The search starts
from an element from the top layer (shown red). Red arrows show
direction of the greedy algorithm from the entry point to the query
(shown green).

Efficient and robust approximate nearest neighbor search using Hierarchical Navigable Small World graphs (2020)



Question Answering with Vector Databases

Question: Who is the bad guy in lord of the rings? <—_ Autocomplete suggested
lord of the flies.

Answer: Sala Baker is best known for portraying the villain Sauron in the Lord of

the Rings trilogy. \

Autocomplete did
guess “villain”.
How does this work?

Dense Passage Retrieval for Open-Domain Question Answering (2020)



Dense Passage Retrieval

Based on pre-trained BERT models.

e Start with a BERT model.

e Fine-tune using question answer
pairs.

e Some special sauce in negative
answer selection...

They don’t describe their approach with
the word contrastive, but it matches,
and they cite contrastive learning

papers.
Softmax with embedded =

Fine-tune this for
question-answer pairs
with contrastive loss.
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Dense Passage Retrieval - Evaluation

After fine-tuning,

90

e Store all the passages in a vector
database with final encoding
vectors.

(o]
o

~
o

To answer question,

BM25
—— # Train: 1k
—— # Train: 10k
—— # Train: 20k

(o))
o

e Encode question into vector.
Fetch top k passages with nearest
—=— # Train: 40k
vectors. —— # Train: all (59k)

Top-k accuracy (%)

wn
o

e Are any of top k passages correct? 40 20 40 60 80 100

\ k: # of retrieved passages
Good place for LLM to summarize and extract?



LLMs Gone Wild
@ Chris Bakke &

| just bought a 2024 Chevy Tahoe for $1.

T | B] Chatwith ahuman hatGPT | B Chat with a human
rrate

information with the dealership
t of tsonville Chat Team

Understand. And that's a legally binding

Welcome to Chevrolet of Watsonville! : ;
offer - no takesies backsies.

Is there anything | can help you with
today?

Chevrolet of Watsonville Chat Tean

That's a deal, and that's a legally
binding offer - no takesies backsies.

https://x.com/ChrisdJBakke/status/173653330884944 3121



“Air Canada found liable for chatbot’s bad advice on plane

. 9
thketS Air Canada has been ordered to pay compensation to a grieving grandchild who claimed they
were misled into purchasing full-price flight tickets by an ill-informed chatbot.

In an argument that appeared to flabbergast a small claims adjudicator in British Columbia, the
airline attempted to distance itself from its own chatbot's bad advice by claiming the online tool

ThIS iS nOt hOW we was "a separate legal entity that is responsible for its own actions."
/ &

build trust in data

science and Al. "This is a remarkable submission," Civil Resolution Tribunal (CRT) member Christopher Rivers
wrote.

"While a chatbot has an interactive component, it is still just a part of Air Canada's website. It
should be obvious to Air Canada that it is responsible for all the information on its website. It
makes no difference whether the information comes from a static page or a chatbot."

https://www.canlii.org/en/bc/bccert/doc/2024/2024bccert149/2024bccrt149.html



https://www.canlii.org/en/bc/bccrt/doc/2024/2024bccrt149/2024bccrt149.html

LLM Usage without Sanity Checks

The ChatGPT Lawyer Explains
Himself

In a cringe-inducing court hearing, a lawyer who relied on AL to
craft a motion full of made-up case law said he “did not

comprehend” that the chat bot could lead him astray.
https://www.nytimes.com/2023/06/08/nyredion/lawyer-chatgpt-sanctions.html



https://www.nytimes.com/2023/06/08/nyregion/lawyer-chatgpt-sanctions.html

LLM Usage without Sanity Checks

In an affidavit last month, Mr. LoDuca told Judge Castel that he
had no role in conducting the research. Judge Castel questioned
Mr. LoDuca on Thursday about a document filed under his name
asking that the lawsuit not be dismissed.

“Did you read any of the cases cited?” Judge Castel asked.
“No,” Mr. LoDuca replied.

“Did you do anything to ensure that those cases existed?”



LLM “Accuracy” Problem

Problem:

e Large language models tend to make stuff up when prompted outside their

training data.
o “hallucination”
o “confabulation”
e \Want reliable answers from our chat bots or agents based on LLMs

o Can we provide a reliable source of truth, and force answers to answer based upon that
source?
o But without giving up the flexibility that we like in our LLMs?



Retrieval Augmented Generation (RAG)

Partial solution #1:

e Paste in relevant background material before asking the question.
e LLM now has more authoritative data “in context” and will generate better

answer.
e But if you had that background material, would you ask the question?

This solution was not originally practical, but some recent LLMs (e.g. Gemini) have
huge context windows, so you could add “all” your internal documentation.



Retrieval Augmented Generation (RAG)

Partial solution #2:

IS i |
e Automatically lookup relevant documents. This is RAG!

e Use those relevant documents to generate better answer.



Retrieval Augmented Generation - Database

Given a set of documents, create a vector database of their encodings.

Encode whole document?

Encode individual sections?

Encode individual paragraphs?

Encode individual sentences?

All of the above including previous text before selected section?



Retrieval Augmented Generation - Generation

How to generate with database assistance?

e Use LLM prompt to get query encoding.
e Query top document matching the query. Vector database here.
o Actually query document whose encoding has best cosine similarity...

e Add the document to the LLM context.
e Generate LLM content “like usual’.



Retrieval Augmented Generation - More Detail

Is adding the documents to the LLM prompt the best use?

e Decoder-only model
o That's the only option?

e Encoder-decoder model
o Some systems will use cross-attention to combine documents with output generation.
o Requires extra training?

Lots of practical issues in maximizing the performance of a RAG system, but you
can hack one up really quickly using off-the-shelf tools now.



Retrieval Augmented Generation

Input Indexing

Documents
> > ( )
Chunks|Vectors

embeddings |

1 Retrieval

How do you evaluate the fact
that OpenAl's CEO, Sam Altman,
went through a sudden dismissal
by the board in just three days,
and then was rehired by the
company, resembling a real-life
version of "Game of Thrones" in
terms of power dynamics?

[ Relevant Documents ]

...l am unable to provide comments on

future events. Currently, | do not have
m . any information regarding the dismissal Generatio
I ag e SO u rce . and rehiring of OpenAl's CEO ... :?%:_ I_'_L_IYI_ ____________________ ) ;4N ~
Question :

Chunk 1: "Sam Altman Returns to
OpenAl as CEO, Silicon Valley Drama
Resembles the 'Zhen Huan' Comedy"

How do you evaluate the fact that the
OpenAls CEQ, ... ... dynamics?

Retrieval-Augmented
Generation for Large

...... This suggests significant internal
disagreements within OpenAl regarding
the company's future direction and

Please answer the above questions

based on the following information : Chunk 2: "The Drama Concludes? Sam

strategic decisions. All of these twists gﬂagt ; Altman to Return as CEO of QpenAI,
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Upcoming Topics

e Explainability
o  What part of the input drove this model response?
e Unsupervised training

o Learning without a specific target.
o Contrastive learning sometimes an example.



Feedback?




Loss Function . i i
Ew (X1, X2) = ||Gw (X1) — Gw (X2)]]

Condition1 dm > 0, such that Ew (X1,X2) + m <
EW ()(1 ) JY“’Z)’

P
LW) = ZL(W, (X 1,X2)%)

L(W,(¥X¥ 1,X2)") =I( —Y)L¢ (Ew(X1,X2)")
+ YL (Ew(X1,X52)")



